
The discovery and development of 
first-in-class drugs often begins with the 
identification of a new drug target, such 
as an enzyme linked to a disease process. 
Once a new target has been identified, 
various strategies are used to provide 
validation of the target and to support 
decisions, such as initiating an extensive 
drug discovery programme, conducting 
a proof-of-concept trial in humans or 
partnering with another organization. 
Importantly, insufficient validation of drug 
targets at an early stage has been linked 
to costly clinical failures1 and low drug 
approval rates2,3. Indeed, it was predicted 
a decade ago that more effective target 
validation as well as early proof-of-concept 
studies could reduce attrition in phase II 
clinical trials by ~24%, lowering the cost 
of developing new molecular entities by 
~30% (ref.4). As a result, there is common 

new drug and the commercial potential of 
the new drug if it successfully reaches the 
market6. Together, these considerations are 
defined as target assessment in the context 
of this Perspective article.

Newly identified drug targets often 
originate from academic research7,8, with 
the biopharma industry typically leading 
drug discovery and development, including 
the optimization and selection of drug 
candidates, preclinical safety studies and 
clinical trials. Consequently, academia 
and industry need to interact at some  
point and close the gap between basic research  
and drug discovery to translate research on 
new targets into clinically effective 
products9–15. Several factors critically 
influence these interactions16,17. From an 
academic perspective, target assessment 
is time and resource-consuming18, with 
limited novelty value compared with target 
identification, and therefore offers less 
attractive possibilities to publish scientific 
articles. In addition, decision-making 
in academia is often strongly influenced 
by the administrative framework, such 
as PhD student contracts or the need for 
PhD students to submit their thesis after a 
defined period of time. At the same time, 
universities are increasingly interested in 
commercializing the results of academic 
research, which may require balancing the 
freedom to publish with protecting and 
offering access to intellectual property. 
Furthermore, funders of translational 
research would like to focus on the most 
pertinent questions, such as the relevance 
to human disease therapy and current 
unmet medical needs. From an industry 
perspective, selected projects should 
offer freedom to operate and possibilities 
to protect intellectual property with the 
potential for development of effective 
new therapies. The risks associated with 
insufficient data quality and the lack of 
documentation are very well recognized, 
and if data quality and documentation 
procedures have inadequate standards, 
additional resources are required to verify 
published results19,20.

Recommendations for some aspects of 
target assessment have been published — 
for example, AstraZeneca’s ‘5R’ framework, 
based on the most important technical 
determinants of project success and pipeline 

consensus that robust target validation is a 
crucial part of drug discovery and deserves 
greater emphasis in order to facilitate the 
development of new therapies.

Target validation can be understood in 
numerous ways depending on the context 
(Box 1), but usually describes the technical 
evaluation of whether a target has a key 
role in a disease process and whether 
pharmacological modulation of the target 
could be effective in a defined patient 
population5. As projects on promising 
targets progress towards the clinical 
development of new drug candidates, 
additional aspects become critical. These 
aspects include the ‘druggability’ of the 
target, potential target-related safety issues, 
biomarker research, legal and intellectual 
property issues, the extent of the unmet 
medical need in the potential patient 
populations intended to benefit from the 
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quality identified by the company: the right 
target, the right patient, the right tissue, 
the right safety and the right commercial 
potential21,22. Furthermore, several articles 
have highlighted indication-specific features, 
as in the field of cancer research23–26, or 
discussed the optimal use of translational 
research tools, such as CRISPR–Cas9 
technology27,28 and the application of 
bioactive small molecules as affinity probes 
for target validation studies24,29–33.

However, a comprehensive and practical 
set of recommendations that can guide 
stepwise decision-making when assessing 
new targets on the path from target 
identification to regulatory approval of a new 
drug has yet to be provided. In this context, 
steps and goals for translational academic 
scientists and research organizations may 
include development of biomarkers or 
tool compounds to understand biological 
mechanisms, formation of collaborations 
with an industry partner, founding a biotech 
start-up company or licensing of early-stage 
projects to industry16. To establish a 
structured framework for target assessment, 
particularly in an academic environment, 
the GOT-IT (Guidelines On Target 
Assessment for Innovative Therapeutics) 
working group was established, funded by 
the German Federal Ministry of Education 
and Research (BMBF). The drug discovery 
experience of the working group participants 
was complemented by project leaders 
and industrial mentors from different 
research areas involved in the BMBF 
Target Validation for Drug Development 
programme (Supplementary Table 1). 
Additional input was obtained from 
experts within academia, contract research 
organizations, technology transfer offices, 
learned societies and industry.

Here, we present the recommendations 
established by the GOT-IT group, which 
aim to: enhance awareness of key aspects 
of target validation and assessment; assist 
in prioritizing activities for efficient use of 
resources; help to define project-specific 
value inflexion points, key activities and 
milestones relevant for decision-making 
at an early stage; and support the creation of 
an attractive data package as the foundation 
to reach the project goals. Importantly, 
guidance is also presented on data 
robustness34 and reproducibility, thereby 
increasing confidence in the potential of a 
target and facilitating the transition from 
purely academic research to rigorous drug 
discovery. After summarizing the conceptual 
basis of the recommendations, this article 
focuses on five key areas of target assessment 
in which they are applied, concluding with a 

discussion of key issues in the application of 
the recommendations.

The GOT-IT critical path concept
Given that there is no single solution for all 
research areas, institutions and targets, the 
guidelines for assessing a drug target must 
be flexible and fit for purpose (for example, 
applicable within practical limits of time and 
money). For any selected target or specific 
research environment, target assessment is 
not an absolute ‘truth’ and its relative value 
is strongly dependent on the therapeutic 
area, the current knowledge and the state 
of technology. Consequently, best practice 
must be tailored to individual research 
and disease fields of interest35. Thus, the 
GOT-IT recommendations are based on a 

modular system — the critical path — that 
allows for sufficient flexibility to address 
individual project goals and milestones, 
indication-specific needs and availability  
of resources.

Definition of assessment blocks. The GOT-IT 
recommendations categorize and group 
relevant aspects of practical target validation 
and assessment into assessment blocks 
(AB1–AB5) defining the main framework 
of the project-specific critical path (fig. 1), 
similar to the categories characterizing key 
properties of a good drug target as proposed 
by Gashaw et al.6:
•	AB1: target–disease linkage (that is, the 

causal relationship between target and 
disease)

Box 1 | Frequency of target assessment aspects used in academic research

To determine which characteristics are frequently used in academic publications to validate 
and assess a newly identified drug target and to determine differences between industrial and 
academic assessment approaches, a status quo literature analysis was conducted. For this analysis, 
a set of target assessment elements were pre-specified and their prevalence was analysed in 428 
relevant articles from academic research groups, dealing with the process of target validation/
assessment (see Supplementary Box 8 for details). Whereas most publications discussed the link 
between target and disease and identified future patient populations for treatment (85.5%), 
only a minority of papers included the application of biomarkers (6.1%), target assayability (1.9%), 
potential safety issues (9.1%), three-dimensional structure discovery (8.6%) or the intellectual 
property/patent situation (2.1%). However, around half of all articles (53.0%) made use of tool 
compounds to validate genetic target modulation approaches (see figure, panel a).

reporting of data quality requirements, such as implementation of the landis 4 criteria (that is, 
defining inclusion and exclusion criteria, sample size calculation, blinding and randomization)175  
and the validation of research tools (such as cell line authentication or antibody specificity checks), 
occurred in only a very small percentage of papers (see figure, panel b). Blinding and randomization 
for	in vivo	studies	were	the	most	frequently	reported	Landis	criteria,	at	12.4%	and	28.9%,	respectively.	
Only	0.8%	of	all	papers	implemented	all	Landis	4	criteria	in	their	in vivo	studies	(0%	for	in vitro	studies).	
These	findings	are	in	line	with	previous	reports	on	in vivo	and	in vitro	research176, indicating that data 
quality measures to ensure unbiased and robust research outcomes are still not more frequently 
implemented in studies aiming to validate a potential new drug target.
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•	AB2: safety aspects (on-target or 
target-related)

•	AB3: microbial targets (aspects related to 
non-human targets)

•	AB4: strategic issues (for example,  
clinical needs and commercial  
potential)

•	AB5: technical feasibility (including 
druggability, assayability and biomarker 
availability)

Traditionally, academic drug discovery 
is aimed at better understanding the 
underlying biology of a disease, and so 
AB1 and AB2 might be most important16,36. 
However, depending on the project goals, 
such as spin-off formation or licensing, 
AB4 and/or AB5 can also become crucial to 
increase the value of a project. Consequently, 
assessment blocks can run in parallel or 
might not be relevant or applicable to 

some project goals at all (fig. 1a). It is also 
important to note that target assessment 
approaches may differ depending on 
whether the target is human or non-human. 
Thus, the GOT-IT recommendations 
discuss general aspects as well as aspects 
that are specific for either human or 
microbial targets: AB1 and AB2 are most 
relevant for human targets, whereas AB3 
focuses primarily on characteristics related 
to microbial targets. AB4 and AB5 cover 
aspects that, in most cases, apply to all 
indications or research fields.

The relevant assessment blocks can be 
assembled into a critical path for a specific 
project (fig. 2), thereby prioritizing the 
identified activities that must be successfully 
completed at different points in order 
for the project to reach defined decision 
points. Importantly, building the critical 
path also facilitates and optimizes resource 
management, as gaps in resources available 
to reach individual milestones become 
evident. It should be noted that the critical 
path concept used by GOT-IT is not directly 
related to the one developed by the US Food 
and Drug Administration (FDA) Critical 
Path Initiative (CPI), which was launched 
in 2004 (ref.37) to focus on improving the 
drug development process by establishing 
new evaluation tools for more efficient 
and effective procedures and to streamline 
clinical trials and manufacturing38,39.

Critical path questions help to prioritize 
assessment blocks. The process of selecting, 
positioning and prioritizing assessment 
blocks within the critical path is supported 
by a set of critical path questions (CPQs). 
These CPQs ensure that only relevant 
assessment blocks are selected. A similar 
set of research questions was recommended 
by Moore et al. in planning clinical and 
translational research40 and is part of the 
Translational Medicine Guide developed 
by Merck41.

The goal is to prioritize assessment 
block-related activities once a target is 
identified, allocate existing resources (such 
as money and time) and generate confidence 
in project progression. Overall, CPQs help to 
convey an understanding of the complexity 
of the target assessment process, provide 
an overview of relevant target assessment 
aspects and guide scientists’ decisions on the 
priority a certain assessment block should 
be given within the critical path. Using the 
list of CPQs, scientists (and funders) are 
enabled to detect key gaps and roadblocks 
in a translational target assessment project 
and to identify critical areas (‘red flags’) to be 
addressed at the early stages of a project.
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Fig. 1 | Defining the critical path of target assessment. a | Different target assessment aspects and 
requirements are grouped into assessment blocks, which can be arranged into a project-specific crit-
ical path according to project needs, timelines and available resources. The order of assessment blocks 
is project-specific and some assessment blocks can run in parallel, might not be relevant or do not 
apply due to indication-specific characteristics. b | The identification and arrangement of all 
project-relevant assessment blocks is facilitated by answering a set of critical path questions at  
the beginning of a project (step 1). As a next step, sets of experimental approach questions help  
to define specific activities for each selected assessment block (step 2) to identify key experiments to 
increase confidence in the target of interest. Requirements to ensure data quality/robustness also 
need to be checked after new assessment block-specific tasks have been identified, especially for 
decision-enabling processes. For this, a detailed set of data quality questions has been created (step 3). 
If all milestone requirements and go criteria are fulfilled, a go decision is appropriate and the next 
assessment block can be addressed (step 4).
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A total of 40 CPQs have been designed to 
facilitate assembly of assessment blocks into 
a project-specific critical path (Box 2). It is 
important to note that when no information 
is available to answer a specific question or 
if questions are not relevant for a specific 
project, the option/answer ‘not applicable’ 
is justifiable.

Experimental approach questions define 
tasks for assessment blocks. To identify 
project-specific activities for each selected 
assessment block, scientists can use 
defined sets of experimental approach 
questions (EAQs), which are based on 
important experimental target assessment 
approaches42–56 (fig. 1b; Supplementary 
Boxes 1–5). EAQs support evaluation of 
whether the confidence level achieved 
is sufficient for decision-making and 
reaching the next milestone or whether 
certain aspects of a selected assessment 
block should be addressed in more detail. 
In other words, they help determine 
whether assessment block-related tasks 
are sufficiently complete for the project 
to progress to the next assessment block 
or whether further resources should be 
invested to deepen understanding of the 
current activity.

EAQs also help to design high-quality 
‘killer experiments’ with the potential to 
invalidate a target. Thus, EAQs provide the 
basis for ‘go/no-go’ decisions depending on 
the results of all experimental data obtained 
for each individual assessment block57–59.

The lists of EAQs illustrate the types 
of experiments that can be considered for 
target assessment. However, investigators 
are encouraged to adapt the assessment 
block-specific lists according to their needs 
and project resources. Similar to the CPQs, 
not all EAQs need to be taken into account  
if certain questions are justifiably irrelevant 
to the project.

Data quality, robustness and documentation 
requirements. Several steps in drug discovery 
and development need to be compliant with 
established GxP-based quality requirements 
such as good laboratory practice toxicology, 
but analogous standards for non-regulated 
areas of drug discovery and target assessment 
are not available. A specialized set of quality 
guidelines is needed that specifically focuses 
on study design, unbiased conduct, statistical 
analysis and transparent reporting, and that 
will support academic–industry interactions 
by aligning quality criteria in preclinical 
research60. Here, the FAIRsharing initiative, 
for example, is seeking to make quality 
proposals across all disciplines more visible 

to scientists61 and the European Quality 
in Preclinical Data (EQIPD) initiative has 
developed a novel preclinical research  
quality system that can be applied in both 
academic and industry environments 
(TaBle 1).

Consequently, questions related 
to data quality are crucial for various 
assessment blocks (fig. 1b; Box 2) and 
need to be addressed after new assessment 
block-specific tasks and activities have been 
identified, especially for decision-enabling 
processes. To achieve this, an additional 
detailed set of data quality questions has 
been created (Box 3).

The data quality questions highlight 
the importance of increasing the internal 
validity of key experiments62, including 
crucial processes such as blinding and 
randomization, appropriate statistical power 
analyses and primary end point definitions. 
They also emphasize the need to establish 
external validity by multiple independent 
replicates as well as several orthogonal 
technologies, which provide greater 

confidence and converging evidence for  
the therapeutic relevance of a target.

In addition, a major requirement to 
ensure robust research outcomes is that 
researchers routinely question reagent 
purity, authenticate cell lines, validate 
antibodies and animal models, and include 
appropriate controls when planning and 
conducting an experiment63.

With regard to documentation, guiding 
principles to make data Findable, Accessible, 
Interoperable, and Reusable (FAIR) have 
been designed64. An experimental record 
should provide sufficient information 
and level of detail to permit peers to 
reconstruct and/or repeat a study, based 
on the information provided, and to 
compare outcomes65. Good documentation 
practices include regularly monitored and 
signature-approved methods for recording, 
correcting and managing data, documents 
and records, to ensure the reliability and 
integrity of information and data. For 
non-paper-based systems and documents, 
Title 21 of the Code of Federal Regulations 

Target assessment project design

Define goals and expectations

Data feedback

Are adjustments to the
critical path needed?

Critical path questions

• Select relevant assessment blocks
• Define milestones

Assemble assessment blocks into the critical path

Locate milestones

Experimental approach questions

Define and select experiments/tasks

Data quality requirements

Run decision-enabling studies in confirmatory mode

Conduct target assessment tasks/activities

Collect information and analyse data sets

Assessment block review based on new information

• Have milestones been reached?
• Have go criteria been met?
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Fig. 2 | Workflow of the target assessment process according to the GOT-IT recommendations. 
Steps 1–7: the steps of the GOT-IT (Guidelines On Target Assessment for Innovative Therapeutics) 
workflow to define a project-specific critical path. The dotted arrow indicates an important data feed-
back mechanism, highlighting the recurrent nature of the data review exercise for each assessment 
block after a certain set of information has been collected. The design of studies and experiments as 
well as the definition of goals and expectations, specifying the direction of a translational project, can 
be facilitated by completing a target assessment project plan at the beginning of a project 
(see Supplementary Table 2 for a template).
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describes the FDA regulations on electronic 
records. In particular, Part 11 defines the 
criteria under which electronic records 
and electronic signatures are considered 
trustworthy, reliable and essentially 
equivalent to paper records66. These 
guidelines can be critical, for instance, 
when generating intellectual property, and 
compliance with good documentation 
practices is required by both the US and 
the European regulatory authorities (that 
is, the FDA and the European Medicines 
Agency)67. In this context, the FDA uses 
the acronym ALCOA (‘attributable, legible, 
contemporaneous, original and accurate’) 
to describe its expectations regarding 
(electronic) research data66. ALCOA-plus, 
in addition, places further emphasis on the 
attributes of being ‘complete, consistent, 

enduring and available’. Establishing 
procedures for archiving and safeguarding 
of documents from the outset of a project 
and being compliant with the requirements 
of the regulatory authorities can save time 
and costs when these documents need to be 
made available for clinical trial applications 
or during inspections, for example.

Specific guidance for documentation and 
the traceability of research data is provided 
in Supplementary Box 6.

AB1: disease linkage
Major reasons for the failure of new drugs 
to show efficacy in clinical trials include 
lack of data demonstrating a causal linkage 
of the drug target with the disease or a poor 
understanding of the role of the target in 
the underlying disease pathophysiology21. 

Thus, AB1 involves generating evidence that 
modulation of the target of interest leads to 
clinically relevant physiological effects (see 
Box 4 and Supplementary Box 7 for examples).

Converging evidence and causal 
relationships. Available models and assays 
for preclinical target validation often 
inadequately assess causal relationships 
of direct relevance to humans and fail to 
provide converging evidence to support or 
refute a therapeutic hypothesis for the target. 
Even an apparently robust finding might still 
be a false positive, and a consistent pattern 
of bias or systematic error may explain the 
results68. However, risks due to limitations 
of observational data (for example, the 
omission or inconsistent measurement 
of crucial variables) can be mitigated by 

Box 2 | Critical path questions

AB1: target–disease linkage (human targets)
1.  Is the target perturbation a cause or consequence of the human 

disease process?

2.  Is the therapeutic relevance (such as human connection) of models 
used sufficiently high for decision-making?

3.  Is the target expression pattern known (that is, within the anticipated 
patient population)?

4.  Is the target manipulation process clinically relevant?

5.  Is the read-out used to detect target-dependent processes 
disease-relevant?

6.  Is the stimulus used to activate or influence target-dependent 
processes disease-relevant?

7.    are the biological consequences of an observed effect size known?

AB2: target-related safety (human targets)
8.  Is the target selective and not genetically linked to other diseases  

(or phenotypes or organ systems)?

9.  Is there prior knowledge on safety of the target or reported evidence 
for the role of the target in a known pathway and/or physiological 
process that may be harmful if disrupted?

10.		Are	in vitro	or	pharmacologically	relevant	animal	models	available	for	
safety testing?

11.  Do models used for safety testing translate well to humans?

12.  are safety biomarkers available and can adverse effects be monitored 
and/or predicted by safety biomarkers?

13.  Is there sufficient confidence that a necessary safety window has 
been or can be established?

14.  Is the disease life-threatening (at what stage of the disease is the 
target of relevance)?

15.  Is the tissue distribution of the target known (in humans or in animals)?

AB3: microbial targets (non-human targets)
16.  Do target properties show desirable features of an antimicrobial drug 

target (see aB3: microbial targets in text for details)?

17.  Can target essentiality be analysed under therapeutically relevant 
infection conditions?

18.  If the functional role of a target is known, does the target modulation/
inhibition result in an expected phenotype?

19.  Does the phenotype (for example, bacterial viability) upon tool 
compound use differ compared with the phenotype of genetically 
modified strains (such as target knockout strains)?

20.  Do complementary or alternative pathways or reactions exist (not 
influenced by the target)?

21.  Is the target (or a close homologue) present only in microorganisms, 
but not in the host?

22.  Can target mutants be isolated and do these mutations lead to 
reduced inhibition of (or binding to) the altered target?

23.  Is the target present or essential only in specific species?

AB4: strategic issues (human and non-human targets)
24.  Is there an unmet medical need (independent of commercial interest 

and prevalence of disease)?

25.  Differentiation over current standard of care: Is the target either 
totally novel or addressed using novel technology that promises to be 
advantageous over previous approaches?

26.  Can all activities be conducted without infringing any intellectual 
property rights?

27.  Has or should intellectual property be generated and protected?

28. I s the competitive landscape in the target area known?

29.  Have commercial needs been addressed?

30.  Has a patient stratification plan been developed?

AB5: technical feasibility (human and non-human targets)
31.  Can the target be assayed in a relevant system and are the assay 

read-outs quantifiable?

32.  are biomarkers available to demonstrate target engagement in 
patients?

33.  Is the target accessible?

34.  Is the target modifiable?

35.  are any tool modulators available?

36.  Has the likelihood of target-related tolerance development  
been evaluated?

General questions and data quality questions relevant for all 
assessment blocks

37.  Do decision-enabling data sets (for example, supporting target–disease 
linkage) originate from studies of high internal validity?

38.  Is the quality of tools and reagents available sufficient for 
decision-making (for example, cell line authentication)?

39.  Have documentation requirements been implemented?

40.  are decision-enabling data sets based on converging evidence from 
independent studies?
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using multiple assay systems and models, 
which increase the chance of assessing the 
appropriate disease-relevant context. Thus, 
preclinical data are more readily translated 
to the clinical situation when they are based 
on converging evidence from at least two, 
preferably more, independent experimental 
procedures, each capturing differing features 
of the modelled disorder26.

To increase confidence and validity, 
it is important to differentiate between 
‘association’ (for example, a target has 
altered expression, distribution or activity in 
diseased samples but does not cause disease 
development) and ‘causation’ (for example, 
altered pathophysiology as a result of target 
modulation)69. Criteria for establishing 
causal relationships have evolved70, but 
none of these criteria have absolute value 
alone, and causal inference often involves a 
process in which evidence accumulates from 
multiple sources71. One way to achieve this 
is by anchoring causation to ‘experiments 

of nature’, such as naturally occurring 
human conditions or states in which genetic 
variations that affect the levels and/or activity 
of a biological target have a reproducible 
effect on human physiology72. Such genetic 
information can complement existing 
lines of evidence, and can help establish a 
chain of causality, as a genetic perturbation 
(such as an inherited mutation in a target 
protein) is constant from birth and thus 
precedes the disease state rather than being 
affected by the disease environment. In the 
context of drug discovery, experiments of 
nature may mimic the effect of therapeutic 
target modulation and provide guidance to 
estimate dose–response curves72.

Relevance of the model system. Model 
systems with a clear link to the disease of 
interest, such as patient-derived primary 
cells or induced pluripotent stem cells 
with disease-linked mutations, are 
usually considered more representative of 

human physiology than generic cell lines 
or cellular systems with overexpressed 
single proteins73. Similarly, the closer an 
assay read-out is to a clinical end point, 
the more mechanisms modulated by the 
target (or modulating the target) with 
the potential to translate to clinical efficacy 
can be captured. Project resources should 
be invested to prioritize development of 
model systems with greater relevance to 
human disease.

Most assay systems to study target- 
relevant aspects require a stimulus for 
a set period of time to achieve a desired 
phenotype. The ideal stimulation conditions 
would be drawn from an accurate 
understanding of the disorder’s root causes. 
If such comprehensive knowledge is lacking, 
highly disease-relevant biological systems 
that intrinsically contain the appropriate 
stimulus can be most useful (for example, 
patient-derived cells incorporating 
disease-causing genetic alterations)73.

Table 1 | Examples of tools and resources for supporting target validation and assessment efforts

Tools/resources Content/references URL

The Cancer Genome Atlas A database of various human tumour profiles based on DNA, RNA, 
protein expression levels and epigenetic factors165

https://www.cancer.gov/about-nci/organization/
ccg/research/structural-genomics/tcga

Chemicalprobes.org A portal that focuses on providing accessible expert advice for how 
to find and use chemical probes for biomedical research and drug 
discovery151

https://www.chemicalprobes.org/

European Lead Factory A collaborative public–private partnership aiming to deliver 
innovative drug discovery starting points (including the definition 
of detailed assay criteria and screening requirements)166,167

https://www.europeanleadfactory.eu/

EQIPD Quality System A novel preclinical research quality system that can be applied 
in both the public and private sectors168 and which has been 
developed by the European Quality in Preclinical Data (EQIPD) 
consortium formed by 29 institutions across 8 different countries

https://quality-preclinical-data.eu/

FAIRsharing A curated, informative and educational resource on data and 
metadata standards, interrelated to databases and data policies61

https://fairsharing.org/

Genotype-Tissue 
Expression project

A project that is building a public resource for tissue-specific gene 
expression and regulation169

https://www.gtexportal.org/home/

GOT-IT Expert Platform A platform that facilitates contacts between academic researchers 
and industry experts to foster new academia–industry collaborations

http://portal.braincommons.org/public/tools/gotit

GWAS Catalog A curated collection of all published genome-wide association 
studies enabling investigations to identify causal variants, 
understand disease mechanisms and establish targets for novel 
therapies170

https://www.ebi.ac.uk/gwas/home

The Human Protein Atlas An open-access resource with the aim to map all of the human 
proteins in cells, tissues and organs171

https://www.proteinatlas.org/

Mouse Genome 
Informatics

A collection of mouse mutations, related phenotypes and 
diseases172

http://www.informatics.jax.org/

Open Targets Platform A platform that integrates data on phenotypes, co-localization and 
prioritization signatures for a given target in relation to a specific 
disease49

targetvalidation.org

SGC (Chemical Probes) A collaborative effort to provide a unique collection of probes with 
their associated data, control compounds and recommendations on 
their use163,164

https://www.thesgc.org/chemical-probes

SPARK Global Initiative An international network to promote exchange of expertise and 
to join forces to evaluate, enrich and advance projects focused on 
immediate unmet medical need173

https://sparkglobal.io/

Further relevant drug target discovery platforms have been introduced and summarized, for example, by Paananen and Fortino174.
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Target manipulation procedures. 
Functional changes in the target during 
the pathophysiology of a disease usually 
provide greater confidence than changes in 
the target expression levels. Highly selective 
manipulation processes (such as knockout 
technologies) are preferable to indirectly or 
non-selectively induced changes (such as 
histone deacetylase inhibition). Reversing 
the phenotype by manipulating the target in 
a bidirectional manner also provides a high 
degree of confidence in the functional role 
of the target. For example, a small interfering 
RNA/short hairpin RNA rescue experiment 
provides an elegant way to elucidate a target’s 
activity and to exclude potential off-target 
artefacts by re-expressing the target cDNA 
(as wild-type and/or mutant versions) that is 
resistant to the silencing reagent25.

Therapeutically relevant magnitude 
of change. From a clinical perspective, 
it is important to agree upon the most 
relevant model system (see above) and 
define meaningful study end points, which 
can then be used as reference points for 
expected effect sizes.

For data analysis, statistical testing based 
on appropriate thresholds that are set before 
data collection and interpretation can help 
to avoid bias and facilitate discrimination 

between a signal and noise. However, even 
strict significance thresholds cannot always 
separate true from false positive findings, and 
generating converging evidence is generally 
needed to determine which effect sizes are 
worth investigating and therapeutically 
relevant. If an outcome hypothesis is not 
well-founded and an experiment has low 
statistical power, there is a greater chance that 
false positive data will be generated, despite 
a statistically significant p value (which is 
often defined as p < 0.05)74. With a large 
sample size, the p value for an observation 
can be low even if the effect size is small and 
biologically irrelevant. Conversely, with small 
sample sizes or large variability, the p value 
for an observation could be >0.05, even 
though the difference is large enough to be 
biologically relevant75–79. Therefore, it should 
be critically considered whether the effect 
sizes observed in an experimental model 
are of a magnitude that would be clinically 
meaningful if confirmed in patients.

Selecting the most promising among multiple 
relevant drug targets. Chronic or complex 
diseases often develop as a combination 
of multiple genetic and environmental 
factors. If several potential drug targets exist, 
selection and prioritization processes should 
involve consideration of causality and effect 

sizes observed upon target modulation. 
In this context, it has to be acknowledged, 
however, that some preclinical models 
cannot be further improved given the 
current state of technology. This means 
that two or more targets may ‘score’ equally 
highly when assessing effect sizes and model 
relevance, for instance. In this situation, 
it might actually be beneficial to continue 
working initially on both targets and to 
exploit the rare occasion of having found 
targets with similar robust validation levels.

In addition, focusing purely on the 
magnitude of change may mean that 
biologically meaningful targets are 
overlooked. For example, small effect 
sizes of individual single-nucleotide 
polymorphisms in genome-wide association 
studies do not necessarily dictate low 
efficacy when the corresponding protein 
is targeted by a drug: the effect size of 
single-nucleotide polymorphism(s) in the 
gene coding for HMG Co-A reductase 
(HMGCR) is relatively modest, whereas the 
effect size of statins used as lipid-lowering 
drugs targeting HMGCR is much larger80,81.

AB2: safety
Toxic effects of drug candidates are a 
major cause of project terminations, and 
may result in limitation of dosage and/or 

Box 3 | Data quality questions

Internal validity
1.	 	For	in vivo	research	and	relevant	in vitro	studies:	have	the	Landis	4	

criteria (blinding, randomization, sample size calculation, inclusion/
exclusion criteria pre-specified) been implemented?

2.  For studies using target knockdown cells, have rescue experiments 
been performed to control for off-target effects (for example, 
re-expression of target wild-type and/or mutant version of the target)?

3.  Were critical studies adequately controlled (for example, positive/
negative controls included)?

4.  Have ‘reference targets’ (for target invalidation) been used?

5.  Was a statistical analysis plan designed and pre-specified before the 
beginning of experimental studies?

6.  Has the primary outcome been pre-specified?

7.    allocation concealment: are procedures in place for protecting the 
randomization process?

8.  Biological versus technical replicates: have biologically distinct or 
independent samples been analysed?

External validity and converging evidence
9.  Could fundamental experiments be independently replicated 

in-house?

10.  Could fundamental experiments be replicated by independent 
laboratories?

11.  Has more than one model system been used?

12.  Has more than one read-out been used?

13.  Has more than one method for target manipulation been used?

14.  Does tool compound use result in a similar phenotype compared 
with genetic target modulation?

15.	Do	cell-free,	cell-based	and	in vivo	data	show	correlation?

16.  Have meta-analyses been performed using systems in which the 
target of interest has been manipulated?

17.  Has confirmation of key results by knockout studies (for example,  
via CrISPr–Cas9) been considered?

Quality of tools and reagents
18.  Were cell lines checked for potential contamination and other 

reagents for expected activity?

19.  Have cell line authentication procedures been performed?

20.  Have cells and products derived from mammalian cell culture been 
tested for the presence of Mycoplasma?

21.  Have specificity controls for critical antibodies been  
performed?

22.	 	For	target	knockout	in vitro	studies,	has	a	matched	(isogenic)	pair	 
of control and knockout cell lines been generated?

23.  Have plasmids been sequenced and the proteins assayed for 
confounding contaminants?

24.  Small interfering rna (sirna)/short hairpin rna (shrna) studies: 
have probes against the target been employed from multiple 
independent suppliers — with a full provision of positive and 
negative control probes?

25.  sirna/shrna studies: have multiple transfection reagents been 
used (to mitigate off-target effects)?

26.  shrna studies: has a sufficiently high number of stable clones been 
generated to reproduce the desired effect?

27.  sirna/shrna studies: does the knockdown efficiency correlate with 
both biomarker and phenotypic read-outs?
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limitation to specific patient populations 
if projects do progress. Safety issues can 
result from on-target (or target-related) 
toxic effects caused by modulating the 
biological function of the target of interest, 
and/or off-target toxic effects caused by 
modulation of other targets or pathways by a 
drug candidate, which are often linked to the 
properties of the compound tested (such as 
lack of selectivity or toxic metabolites)82.

In the context of the GOT-IT 
recommendations, the focus is on the 
assessment of target-related safety. 
For antimicrobial drug development, 
safety aspects related to targets present 
in the host are discussed in this section 
and those related to microbial targets are 
discussed under AB3.

Early identification of potential 
target-related safety risks and increased 
understanding of the underlying molecular 
mechanisms can guide project progression 
and help develop mitigation strategies21,83. 
The following activities may be considered 
to achieve this goal.

Prior knowledge. A first step is to review 
human and animal genetic databases 
to identify known loss-of-function or 
gain-of-function mutations in the target that 
may be relevant to disease or toxic effects, 
which may also reflect heterogeneity in the 
patient population of interest84. In addition, 
drug approval or clinical trial databases are 
potential sources of information relevant 
to toxicity if drugs modulating the target 
already exist85.

Target expression/tissue distribution. It is 
important to investigate and understand  
the gene, RNA and protein expression of the 
target in humans and in animals, as it can 
be assumed that the broader the target 
expression, the higher the risk for adverse 
effects resulting from administration of 
a drug that systemically modulates target 
activity83. Here, differential expression 
in animal or human disease samples 
versus healthy controls can facilitate early 
assessment of putative target-related adverse 
events. Useful resources to study target 
expression are listed in TaBle 1.

Similarly, if a target is highly expressed 
in organs that are not relevant to the 
therapeutic goal of target modulation, 
a critical functional role of the target in 
these organs also has to be assumed86, 
raising greater concern over potential 
adverse effects. Pleiotropic effects of target 
modulation can also affect multiple organs 
at different times or lead to more than one 
phenotype6.

Modulation of the target expression level. 
Modulation of target expression levels in 
transgenic animals or in a specific organ and 
characterization of the model phenotype can 
help identify potential target-related adverse 
events. Importantly, a target knockout 

may cause developmental effects up to 
embryonic lethality, thus restricting further 
experimental assessment. It may also lead 
to a different phenotype to that induced by 
pharmacological means, as other functions 
of the protein, such as protein–protein 

Box 4 | Examples highlighting the importance of various target assessment aspects

Target–disease linkage
The maternal embryonic leucine zipper kinase (melK) was implicated as a therapeutic target 
in human	cancer	based	on	correlation	data	describing	elevated	levels	of	MELK	RNA	expression	in	
human tumours and mouse models177 and an observed association between its increased expression 
levels and poor clinical prognosis178. melK-targeted rnai experiments and a small-molecule melK 
inhibitor (oTS167), showing inhibited proliferation in cultured human cancer cells178 and in cell 
lines/xenografts179, respectively, were used to establish a causal role for melK in cancer growth.

However, deleting melK in different cancer cell lines using CrISPr–Cas9 had no beneficial 
effect180. In these cells, oTS167 was still active, suggesting that the observed cytotoxicity following 
oTS167 treatment reflected off-target, melK-independent mechanisms181. Similarly, substantial 
off-target effects of the short hairpin rna reagents used were also suggested to have contributed 
to their anti-proliferative effects182.

applying the GoT-IT (Guidelines on Target assessment for Innovative Therapeutics) framework 
by analysing causality more stringently (critical path question (CPQ) #1: ‘Is the target perturbation 
a cause or consequence of the human disease process?’) and by focusing on controlling tool 
compound and small interfering rna quality (Box 3) could have helped to identify the target’s 
non-essential nature for cancer cell proliferation early on and could have directed the oTS167 
programme to address the poor selectivity for melK before progressing into expensive clinical 
proof-of-concept studies183.

Early safety de-risking of a novel target
The relevance of the GoT-IT CPQs in assessing target-related safety concerns can be illustrated 
by retrospective analysis of the following example, based on CPQ #9: ‘Is there prior knowledge on 
safety of the target or reported evidence for the role of the target in a known pathway and/or 
physiological process that may be harmful if disrupted?’

Targeting the receptor tyrosine kinase erbB2 for cancer treatment leads to target-related 
cardiotoxicity181. This is due to the role of the erbB2 pathway in cardiomyocyte differentiation and 
survival, involving the formation of a neuregulin 1b (nrG1)/erbB2/erbB4 complex that is critical 
for erbB2 signalling. Whereas a more precise analysis of the involvement of erbB2 in other tissues 
may have predicted the toxicity, understanding the role of erbB2 and the mechanism of this 
on-target toxicity provided a starting point for the development of alternative drugs targeting 
different erbB2 epitopes to allow for the assembly of the nrG1/erbB2/erbB4 complex, thereby 
circumventing the cardiotoxic effect184,185.

Target engagement biomarker use
Target engagement biomarkers enable an initial assessment of beneficial pharmacological  
activity, support translation from animals to humans and may be used as decision-making tools 
by providing information on mechanisms of action, dose–responses and efficacy. The need for  
such biomarkers is addressed by CPQ #32: ‘are biomarkers available to demonstrate target 
engagement in patients?’

In the development programme for sitagliptin, the first approved compound for the treatment of 
type 2 diabetes in a class of drugs that target dipeptidyl peptidase 4 (DPP4), DPP4 enzyme activity 
was investigated as a target engagement biomarker. It was shown in preclinical studies that 
80% inhibition	of	DPP4	resulted	in	maximal	lowering	of	blood	glucose	levels.	Similar	degrees	of	
DPP4 inhibition in the first human studies were associated with reduced blood glucose levels. 
These findings helped to design and conduct the subsequent phase II clinical studies and 
shortened the clinical development time186–188.

Tool compound use
CPQ #35 addresses the availability of tool compounds that modulate the target. The following 
example illustrates the importance of such compounds for testing a therapeutic hypothesis.

The Traf2 and nck-interacting kinase (TnIK) was suggested to activate various WnT target genes 
based on small interfering rna-mediated downregulation of TnIK levels as well as overexpression 
of mutant TnIK versions189. However, when a selective aTP-competitive TnIK inhibitor was 
discovered, the use of this tool compound revealed that small molecule-mediated inhibition of 
TnIK kinase activity had minimal effects on either WnT-driven transcription or cell viability190. 
This finding suggested that a scaffolding function of TnIK may be more important for WnT 
signalling than its kinase activity, and decreased confidence in TnIK kinase inhibition as a 
therapeutic strategy24.
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interactions, may be lost87,88. This issue could 
be addressed with gene knock-in studies 
in which the wild-type target is replaced 
by a mutant protein with properties closer 
to those of pharmacological intervention 
(for example, kinase-dead mutants). 
Alternatively, conditional knockout of target 
genes, both in animal models and in cell 
culture, has been used recently as a more 
selective approach to modulation of target 
expression in drug safety testing89,90.

Tool compound use. Studies with 
target-specific tool molecules may further 
help to confirm target-related safety issues 
observed using genetic approaches. In order 
to understand the target-related effects, 
it is an advantage to use highly selective 
compounds, if available (see also AB5). 
In addition, inactive enantiomers can be  
a powerful control to investigate target- 
related safety, as target-related toxicities 
should be minimal and other compound 
structure-related toxic effects should 
be comparable with those of the active 
isomer84,86. However, examples of inactive 
compounds that show structure-related 
toxicity different from the active enantiomer 
(such as thalidomide) do exist91.

Pathway analysis and target function. If 
understanding of the target function is 
limited, analysis of pathway upstream or 
downstream components (or specific cellular 
functions related to the target) can be highly 
informative. Target-related toxicity can 
also result from involvement of the target 
in potentially harmful pathways and/or 
physiological processes. Consideration of 
target paralogues, closely related genes or 
proteins with conserved domains similar 
to the target of interest may help to identify 
potential safety issues.

For antiviral therapies based on host 
targets, it has to be considered that different 
viruses often hijack the cellular machinery 
of the host in similar ways. Consequently, 
modulating these host pathways can 
inhibit all viruses that depend on that 
particular function. As a drawback, however, 
most cellular processes involved in viral 
replication are also likely to be essential for 
normal cellular activity, and so can result 
in side effects when these processes are 
modulated pharmacologically92.

Human and cross-species translatability. 
When choosing a model system to study 
target-related safety aspects, the likely 
cross-species translation of these toxicities 
must be considered. Sometimes, genes are 
only expressed in disease states or are not 

present/functional in the selected preclinical 
species93,94. Moreover, the organotypic 
quality of the model can be critical95. 
A human primary cell model (such as 
primary hepatocytes), for example, is more 
organotypically relevant than data from a 
human cell line (such as HepG2 cells).

Several other factors can also affect 
translatability, both in terms of safety and 
disease relevance. These include epigenetic 
changes and antigen drift, differences in 
cell culture conditions, the stage of disease 
investigated and gender96. For example, cells 
can differ in their responses to the same test 
compounds depending on the stimulus, as 
can the same strain of animal from different 
breeders. Females and males, both animals 
and humans, are well known to differ in 
many respects in their responses to drugs, 
as has been observed for pain treatments97. 
Consequently, it is crucial for translatability 
that the conditions likely to exist in the 
target human indication are recreated as 
closely as possible in preclinical studies.

Safety biomarkers. Developing robust safety 
read-outs/biomarkers is key for assessment 
of target-related safety aspects and the 
success of translational drug discovery 
programmes85. Target engagement markers 
can be used to identify cases where target 
occupancy may drive on-target toxicity.

Risk to benefit ratio. Ultimately, toxicities may 
restrict the potential patient population and 
define exclusions for certain patient groups 
(patient stratification). In addition, the risk 
profile may support modulation of a drug 
target in certain diseases and patient groups 
but not in others83. Understandably, the 
acceptance of target-related undesired effects 
is considerably higher in life-threatening 
conditions than in less devastating diseases  
or disease stages.

AB3: microbial targets
This assessment block addresses general 
aspects and attributes of non-human drug 
targets, with special emphasis on bacterial 
and viral target molecules.

For most antimicrobial research (and 
other therapeutic areas), drug discovery 
approaches have typically been divided into 
two classes: target-based drug discovery and 
phenotypic drug discovery. The target-based 
strategy is based on the identification and 
validation of a molecular target before lead 
discovery starts. In contrast, phenotypic 
screening identifies chemical matter that 
induces desired phenotypic changes in cells 
or organisms73,98,99, and this approach has 
been particularly popular in antibacterial 

drug discovery, given the simplicity and 
strong translational relevance of antibacterial 
activity as an assay read-out. Phenotypic 
drug discovery does not require prior 
knowledge about the compound’s mode of 
action. However, retrospective identification 
and validation of the role of molecular 
target(s) in the observed phenotypic 
responses (target deconvolution) can 
greatly facilitate subsequent target-specific 
optimization of pharmacological properties 
through structure–activity relationship 
studies. In addition, target identification 
and validation can enable species selectivity 
as well as target-based side effects to be 
addressed, thereby potentially reducing 
later-stage attrition.

In cases where antimicrobial targets have 
been established, the following aspects may 
need to be considered.

Microbial target properties. Relevant 
characteristics of microbial drug targets 
include: essentiality for microbial 
growth and survival; pharmacological 
tractability and accessibility; similarity to 
related mammalian molecules; presence 
in important pathogens; potential for the 
development of resistance; and lack of 
target-based cross-resistance100–102.

However, it is important to note that 
essentiality of targets can be conditional 
and context-dependent (especially for 
targets involved in metabolism) and can 
vary across species, cell types and growth 
conditions103,104. Thus, essentiality needs to 
be considered under therapeutically relevant 
infection conditions. When pursuing 
microbial targets, a further challenge is 
that the desired spectrum of activity for 
certain drugs can be limited if the target 
is not conserved across related bacteria or 
viruses, which has recently been shown for 
antivirals developed to treat hepatitis C virus 
infection105.

In some cases, inhibiting the synthesis  
of virulence or pathogenesis factors  
may present a target for antimicrobial 
strategies. This approach does not primarily 
focus on killing the infectious agent  
but on supporting the immune system to 
neutralize pathogens by disarming  
their lethal weapons, and reducing 
evolutionary pressure for the emergence of 
resistance106,107.

Targeted gene modification. To validate a 
microbial gene product as a drug target, the 
transient or permanent abrogation of its 
function should result in a loss of microbial 
infectivity, growth and/or proliferation, and 
viability under disease-relevant conditions 
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(pathogenicity). Target mutations can be 
used to investigate the resistance-associated 
mechanism by transferring resistant 
mutations back to the parental strain. 
Conditional expression systems enable 
simultaneous assessment of multiple 
conditional mutants and regulation of target 
gene expression in response to a stimulus. 
Infection models based on conditional 
expression systems may help to clarify 
whether a target is required for initiating or 
maintaining an infection.

Assuming that a compound that inhibits 
the target is available, overexpression of 
a bacterial or parasite target should raise 
its minimum inhibitory concentration 
(MIC), whereas downregulation of the 
target expression level should reduce its 
MIC. However, results can be obscured if 
the inhibitor shows polypharmacology by 
modulating more than one target108,109.

Furthermore, target mutants preventing 
interaction with a compound should 
reduce compound inhibition of the altered 
target and increase the MIC. With targets 
encoded by single genes, these mutations 
can be identified by isolating the mutants 
and subsequent mutation mapping. As a 
specificity control, the target gene can be 
replaced with a known insensitive version.

Pathway analysis and virus–host 
interactions. Pathways involving 
targets for antimicrobials are generally 
essential for microbial viability and often 
related to macromolecular synthesis. 
Disruption of one of these pathways should 
significantly impair microbial survival 
under disease-relevant conditions, if no 
alternative pathway or target with redundant 
function exists. If a macromolecular 
synthesis pathway is affected specifically, 
incorporation of precursors of pathway 
end products should be inhibited 
preferentially110. In addition, it has to be 
ensured that the target is essential not only 
for microbial survival in vitro but also in the 
nutrient-rich human body in vivo, where 
host reaction products may be used to 
bypass a targeted biosynthesis pathway111.

To study specific virus–host interactions 
at the molecular level, cellular model 
systems that reflect the phenotype of the 
healthy organism are required. Although 
primary cells are most representative of the 
tissue they were isolated from, their use is 
limited by their short lifespan, challenges 
in expression of exogenous genes and an 
unnatural strong interferon-response to 
viral infection as cells approach senescence. 
Thus, it is critical to immortalize cells 
in a way that preserves the integrity of 

innate signalling pathways, including 
intact interferon-dependent as well 
as interferon-independent antiviral 
responses112.

Safety. One key question is whether or not 
a close human target homologue exists. 
If it does, then it is critical to identify a 
therapeutic window that would allow 
progression of development113. In this 
context, most emerging viral infections are 
acute, therefore limiting the issue of adverse 
effects, as shorter treatment periods may be 
sufficient102.

A further aspect to consider, especially 
for antibacterial drugs, is that many targets 
are common (similar) in most bacteria 
strains, and beneficial bacterial populations 
such as those in the gut may also be affected 
by pharmacological intervention.

Target location and expression. In 
general, the target should be expressed 
in infection-relevant cells and tissues. 
The permeability and efflux characteristics 
of various bacterial strains, especially 
Gram-negative bacteria, are critical 
determinants of antibacterial activity. 
So, for Gram-negative bacteria, extracellular 
or periplasmic targets are preferable, as 
compound uptake across both the outer 
and inner membranes as well as efflux by 
bacterial pumps are issues100,109.

Even though a target is expressed in 
different species, it may be essential in only 
one organism but dispensable in others due 
to bypass reactions or redundant enzyme 
equipment111. However, if the target enzyme 
is known to be present or essential in only 
a specific species, then lack of activity 
of a compound against other species 
can provide supportive evidence for the 
specificity of action100.

Resistance. There are several ways by 
which microbes can develop drug resistance. 
Target-related resistance mechanisms 
include target mutation/modification to alter 
drug binding and emergence of alternative 
(bypass) mechanisms to circumvent 
target functions. Thus, a single enzyme 
as a target may increase the likelihood of 
rapid resistance selection. In this case, the 
potential for emergence and the frequency of 
single-step spontaneous resistance owing to 
mutations in the target should be monitored 
(for example, through serial passaging 
experiments)100,109,113,114. For antibacterials, 
off-target resistance mechanisms such 
as enhanced drug efflux processes will 
also need to be taken into consideration 
(see AB5, assayability).

AB4: strategic issues
Progression of research on new targets 
towards the clinic often involves establishing 
start-up companies or partnerships with 
industry to get access to the resources and 
expertise required for drug development115. 
Thus, AB4 deals with strategic aspects of 
target assessment that are important for 
investors and industry partners, including 
intellectual property associated with 
validated targets, the extent of unmet 
medical needs for diseases in which the 
target is relevant and the competitor 
landscape, which all influence the 
commercial potential for a drug that 
modulates the new target.

Intellectual property. A validated target 
provides an opportunity to file a new patent 
on a target-based treatment approach, 
thereby creating intellectual property116. 
Importantly, however, a patent cannot be 
granted if an invention was previously 
known or used by others, or published 
anywhere in the world, including poster 
presentations and grant abstracts/
applications (if published).

Obtaining a composition of matter 
patent — a very strong form of patent 
protection — is only possible if 
small-molecule compounds or biologics 
that modulate the target can be identified117. 
Alternatively, a patent application for the 
drug target itself can be considered, which 
would usually contain reach-through 
claims (that is, the application of an agonist/
antagonist of target X to treat disease Y)118 
or screening/assay claims (that is, a method 
of screening for molecules that agonize 
or antagonize target X)117. Reach-through 
claims have limited value, however, as US 
and European courts have ruled against 
patents that claim the use of any possible 
hypothetical compound/antibodies against 
the target of interest, without direct 
supporting data118. In contrast, screening 
assay claims are more likely to be granted, 
given that a novel screening assay developed 
by the patent applicant can be included 
in the patent to exemplify the claims. The 
protection through screening assay claims, 
nevertheless, is also rather weak as any 
deviation from the protected protocol is 
not covered and filed patents are (generally) 
published after 18 months116,119.

Evaluating the existing intellectual 
property landscape is also important. 
A freedom-to-operate analysis investigates 
the ability to develop and market a new 
(target-based) treatment approach, including 
the development of an assay to identify target 
modulators, without infringing the valid and 
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enforceable intellectual property rights of 
third parties120. Several options can  
be considered if freedom to operate cannot be  
established due to existing patents that pose 
a potential obstacle to commercialization. 
These options include seeking alternative 
ways to develop the product outside the 
scope of a blocking patent; obtaining a 
licence under the blocking patent; opposing/
invalidating blocking patents; and adjusting 
timing based on the expiration date of a 
blocking patent or considering the territorial 
restrictions of a blocking patent121.

Unmet medical needs. Although ‘unmet 
medical need’ is a widely used term in 
the healthcare sector, no standardized 
definition and method is available to assess 
and compare the medical needs addressed 
by different drug development projects. 
One way to investigate the unmet medical 
need is to clearly define the area of clinical 
interest at the beginning of a project. A new 
target-related treatment approach then 
fulfils an unmet medical need if it addresses 
a condition within this indication that is not 
adequately covered by existing treatments. 
The scale of unmet medical need can be 
assessed by determining the mortality, 
symptom and disease burden, side effects, 
treatment inconvenience, patient perception 
and time spent in disease122, amongst others.

A rationale is needed for the expectation 
that modulation of the target drives 
differentiation from current standard(s) of 
care. Ideally, a target is either totally novel 
or being addressed using novel technology 
that promises to be advantageous over 
previous approaches; for example, allosteric 
modulators that could be more selective 
than catalytic site inhibitors and thereby 
have a better safety profile.

Competitive landscape. The way in which 
a new treatment approach differs from 
existing medicines is often overlooked in 
academic drug discovery projects. However, 
for a project on a new target to be attractive 
to investors or industry partners, the 
competitive edge needs to be objectively 
evaluated. This exercise should provide 
information on how a potential new drug 
modulating the target can be differentiated 
from existing or future competitors and 
what type of data should be obtained to best 
demonstrate value. Differentiation may be 
in terms of specificity, reduced or narrower 
toxicity, or broader or greater efficacy, and 
should also consider patients’ and physicians’ 
satisfaction with existing therapeutics, as 
well as potential treatments that are in the 
pipeline from other companies.

To determine the viability of possible 
differentiation strategies to compete 
in the market, a SWOT analysis can be 
included in the competitive landscape 
assessment, which identifies and evaluates 
the strengths, weaknesses, opportunities 
and threats associated with a certain 
target-based product.

Evaluation of commercial potential and 
needs. Evaluation of the commercial 
potential of an early-phase drug R&D 
project by investors or potential industry 
partners is typically based on standard 
financial methodology, such as calculation 
of the net present value or risk-adjusted net 
present value123,124, which may be unfamiliar 
to academic researchers. More simply, 
however, commercial needs are often linked 
to a reasonable market size based on the 
unmet medical need and the range and 
location of patients eligible for therapy. 
In this respect, it might be beneficial to 
broaden the potential therapeutic uses by 
looking for additional indications in which 
the target might also play a role. Further 
factors to consider include the competitive 
position of the treatment approach, the 
reimbursement environment, the costs 
to reach critical decision points, the 
time to launch and the overall probability 
of technical and regulatory success for the 
programme21.

For universities, an important question 
is how to progress with the development 
of a new target-based approach once 
the target is experimentally validated, 
in order to best position it, for example, 
for licensing to industry. The institution 
should ensure that technology transfer 
and legal offices understand the 
balance between confidentiality and 
the freedom to publish on one side and 
offering simplified access to intellectual 
property on the other. This balancing 
act can involve confidential disclosure 
agreements, material transfer agreements 
and sponsored research agreements16. 
The evaluation of these factors will be 
facilitated by a strategic dialogue between 
all stakeholders involved.

AB5: feasibility
The potential for an innovative and 
promising molecular target to provide 
the basis for a successful drug discovery 
programme is affected by aspects related to 
the technical feasibility of the project, such 
as the ‘druggability’ and ‘assayability’ of a 
target, and biomarker availability, which may 
need to be taken into account early on when 
designing the critical path.

Target druggability. To qualify as 
druggable6,16, a target must be accessible 
to the therapeutic molecule and a 
measurable biological reaction must 
be provoked as a consequence of 
the drug interaction with the target. 
Current approaches to evaluate protein 
modifiability often consist of methods 
using sequence-related properties as well as 
three-dimensional structures of the target 
of interest drawn from crystallography and 
computer-based conformational assays. 
These structural models for the target 
and/or close homologues can later facilitate 
structure-based design methods and target 
engagement studies125–128. Furthermore, 
the location of a target in a specific organ 
influences the target accessibility and needs 
to be taken into account when designing 
screening assays or modulating compounds.

If target activation is required for disease 
modulation, it has to be clarified how 
this can be best achieved, for example, by 
inhibition of auto-inhibitory domains, 
by activation of a cell-surface receptor 
through ligand binding sites or by exploiting 
allosteric regulatory mechanisms. In the  
case that splice variants of the target exist, 
these may differ from the full-length  
protein with regard to its activity, 
expressed protein domains, cellular location 
and tissue distribution as well as affinity for 
drug compounds129, potentially affecting 
target treatment options.

In general, when a new target is 
being selected for a potential drug 
discovery programme, early insights 
into which therapeutic modality is most 
promising and whether the protein 
has a small-molecule binding site or, 
alternatively, an accessible antibody epitope 
is important130. To increase the number of 
druggable targets, innovative approaches 
have been developed, such as proteolysis 
targeting chimeric (PROTAC) molecules, 
which bind to the target of interest and, 
via another moiety, recruit intracellular 
E3 ligases with the aim to proteolytically 
degrade the target protein, thereby 
addressing previously undruggable target 
classes or protein–protein interactions131–134. 
Hence, the druggable space can be further 
broadened by applying novel technologies, 
which promises additional drug targets in 
the future.

Assayability. To support a screening 
programme for a suitable lead candidate, 
assays for target binding and/or function 
need to be available. In general, the 
majority of assays in use are based on either 
whole-cell systems or on purified target 
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proteins (biochemical assays), directly 
measuring the target engagement of the drug 
candidates under development.

For human targets, subsequent 
translation of data from immortal cell 
lines to primary human cells is often 
crucial to ensure that the effects observed 
are indeed disease-relevant. Furthermore, 
three-dimensional cell cultures and 
high-content cellular imaging can be 
employed for screening assays in order to 
shrink the gap between in vitro cell models 
and real tissues135,136.

For microbial targets, limitations 
of biochemical assays (such as lack of 
information on the impact of bacterial 
drug efflux pumps) can be circumvented 
by monitoring phenotypic changes such 
as growth arrest in intact pathogens 
in response to drug candidates. In the 
simplest case, microbial growth directly 
results in an easily detectable signal (such 
as changes in absorption, fluorescence 
or bioluminescence). More complex 
techniques using tools such as microfluidics, 
fluorescence polarization activity assays or 
mass spectrometry have been developed 
that enable rapid and large-scale analysis 
and allow the screening of compounds 
for their ability to specifically interact 
with a given drug target, or use MIC shift 
assays to detect hypersensitive or resistant 
mutants and thereby control for compound 
specificity137–141.

For viruses, the assay read-out could be 
the virus titre, the expression level of viral 
proteins in infected cells or the cell viability. 
For viral load tests, it is generally advisable 
to aim for at least a 2–3 log10 drop in viral 
titre to reflect an acceptable overall viral 
load/copy number reduction. Follow-up 
assays are usually required to confirm the 
mode of action and establish that identified 
compounds are not acting by compromising 
host cell functions. Other key factors, 
which can influence the assay robustness 
and relevance, include the method applied 
to prepare the virus stock (such as using 
mosquito cells for flavivirus production to 
recapitulate the natural cycle of infectivity 
between mosquitoes and humans) and the 
choice of host cells142.

Whatever the assay format or the species 
origin of the target, several factors need to 
be considered when developing screening 
assays143,144, for example, the inclusion 
of known target ligands to confirm that 
the assay pharmacology is predictive for the 
disease state; reproducibility of the assay 
across assay plates and screening days for 
the duration of the entire drug discovery 
programme; size selection of microtitre 

plates, assay reagents and assay volumes 
to minimize the costs of the assay; assay 
quality, determined by the Z′ factor, which is 
based on the signal window and the variance 
of high and low signals145; compatibility of 
the assay with the solvent concentration 
used to store the intended compound 
library; and the availability of secondary 
and confirmatory screens to confirm effects 
of hit compounds after having established 
reliable dose–response curves in the 
primary assay.

Development and use of tool compounds. 
Tool compounds can be small molecules, 
peptides or antibodies that may not possess 
the properties of a lead compound, but have 
sufficient potency, biochemical and cellular 
selectivity, and cell permeability for their use 
to increase confidence in the relationship 
between engagement of the target and the 
observed phenotype24,31–33. A high-quality 
tool compound offers an ideal opportunity 
to test the therapeutic hypothesis with an 
agent that has an efficacy profile close to that 
of the desired clinical candidate, yet without 
needing to complete the often challenging, 
final-stage optimization steps of drug 
compounds, including the pharmacokinetic 
profile, drug–drug interactions and safety 
parameters31,146.

In general, when comparing the effects 
of tool compounds with genetic target 
knockout approaches, it has to be considered 
that a knockout removes all target functions, 
including enzymatic activity and scaffolding, 
whereas 100% modulation of all target 
functions with a tool compound is unlikely. 
Another difference is related to the timing 
of target modulation. Tool compounds can 
be added or removed, and can therefore 
readily be applied to illuminate the effects 
of target modulation at a specific point 
in a disease process. This is in contrast to 
genetic knockouts, although approaches 
for conditional silencing of gene expression 
are available147.

If tool compounds are used to support 
validation of a certain target for a specific 
disease, in vivo experiments should confirm 
that the concentration in relevant cells and 
tissues is adequate and linked to its efficacy. 
Ideally, this exposure–efficacy relationship 
can be investigated by measurement of 
target engagement inside the cell using, for 
instance, positron emission tomography 
ligands, activity-based proteomic profiling 
or other target engagement biomarkers21,24,31.

As a word of warning, there are many 
unsuitable compounds that have been 
widely used based on their purported 
activities against particular targets but do 

not meet critical potency and specificity 
criteria (such as observed efficacy due 
to polypharmacology), and conclusions 
drawn from their use must be made with 
reservation24. The selection of chemical 
probes is rarely based on objective 
assessment of all potential compounds 
and is often affected by historical and 
commercial bias32,148. Thus, principles 
defining a quality chemical probe have been 
developed33,149,150 (see also Supplementary 
Box 5). For example, to control for any 
off-target activity of the tool compound, a 
structurally orthogonal chemical probe to 
enable cross-validation studies as well as an 
inactive close analogue as a negative control 
(for example, an inactive enantiomer) are 
highly recommended31. Initiatives have 
been created to make available a large 
number of innovative high-quality probes 
generated by pharmaceutical companies and 
to provide community-driven support32,151 
(see also TaBle 1).

Target-related tolerance to drug treatment. 
Unless drug treatment is acute, the 
development of target-related tolerance 
(that is, a loss of efficacy with repeated drug 
exposure) may be an important factor to 
consider as it can influence translational 
success or failure. There are various 
mechanisms that may potentially trigger 
such loss of effect, such as a decrease in 
the target availability for drug binding 
(for example, by affecting target receptor 
internalization through a change in its 
post-translational modification pattern152), 
a decrease in target sensitivity153 or a 
decrease in the ability of a target receptor 
to produce a downstream response 
(for example, due to a switch in G proteins 
binding to GPCRs)153. In addition, the 
turnover rate of a protein target can 
influence treatment options, and covalent 
inhibitors may be advantageous if  
the target has a long half-life in cells,  
leading to a potentially lower dosing 
schedule129.

In autoimmunity, the therapeutic 
induction of tolerance to autoantigens 
(for example, by surface receptor-mediated 
generation of regulatory T cells) may play 
a critical role for drug discovery154. Target 
supersensitivity can also occur, as with 
central dopamine receptors in some central 
nervous system disorders155, necessitating 
adjustments to drug dosing.

It is therefore advisable to include and 
potentially prioritize studies using repeated 
exposure of suitable tool compounds in 
the early phases of drug discovery when 
assessing a target, in particular when the 
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desired mode of therapeutic action relies 
on stimulation or activation of the target 
(although there are also examples of 
inhibitors and antagonists that induce 
tolerance development)156–158.

Biomarker identification and development. 
Biomarkers enable a direct correlation to 
be drawn between target engagement and 
measurements of drug efficacy, and may 
provide surrogates for clinically meaningful 

end points that are useful in clinical 
trials, particularly early in development. 
In this respect, the early identification of 
mechanistic biomarkers able to confirm 
the mode of action can be critical to assess 
a target. A biomarker that detects a potent 
modulation/engagement of the target or 
target-dependent pathway, but without any 
therapeutic benefit, questions the validity 
of the target/pathway as a new treatment 
approach6.

A key step is to identify biomarkers 
that robustly reflect the same physiological 
outcomes induced by target modulation in 
preclinical models as in humans, thereby 
helping to translate target-related activities 
from animal to human159. Importantly, many 
biomarkers simply indicate disease-related 
observations without a key causal role31. 
Thus, the availability of cross-species, 
easily accessible, accurately measurable, 
validated biomarkers is crucial to the 
success of a translational programme, and 
failure to identify strategies for biomarker 
development may lead to early roadblocks 
within drug discovery programmes. 
Similar points are also relevant for 
microbial targets160.

Applying the GOT-IT workflow
Establishing a project plan. Entering drug 
discovery projects with a strategic plan that 
clearly outlines goals and expectations, 
milestones and go/no-go decision points 
helps to reduce operational risks and 
facilitates resource management16,36,161,162. 
Even at this early stage, several key factors 
for project success can be established 
(at least tentatively), such as identifying 
collaboration partners, target indication(s) 
and medical needs, as well as relevant 
biological test systems, tool compounds 
and biomarkers. Using this information, 
the criteria and requirements for transition 
from one assessment block to the next 
stage of the critical path will be defined. 
Thus, such a target assessment project 
plan summarizes at the very beginning 
how molecular targets are being assessed 
for entry into a drug discovery pipeline 
and what data sets need to be generated, 
taking into account the objectives of each 
individual translational project (fig. 2, 
step 1 of the workflow). To support the 
project planning and design phase, a target 
assessment project plan template is provided 
in Supplementary Table 2.

Based on the target assessment project 
plan template, the next steps of the GOT-IT 
workflow ensure, using the CPQs provided, 
that all relevant assessment blocks are 
selected and assembled into the critical path 

Box 5 | Examples of target assessment related to antimicrobial drugs

Host-targeted antiviral drugs
a highly pathogenic novel coronavirus, severe acute respiratory syndrome-associated coronavirus 
2 (SarS-Cov-2), emerged in 2019 as the cause of coronavirus disease 2019 (CovID-19)191. 
Confirmation of the viral use of human proteins, such as the transmembrane protease serine 
subtype 2 (TmPrSS2) and the angiotensin-converting enzyme 2 (aCe2) for viral entry, helped to 
quickly identify relevant and potentially promising molecular drug targets in the host192,193.

However, focusing on GoT-IT (Guidelines on Target assessment for Innovative Therapeutics) 
critical path question (CPQ) #23: ‘Is the target present or essential only in specific species?’ revealed 
that aCe2 may be expressed in mice only in the tongue and skin, but not in the lung (as in humans)194, 
suggesting that the expression pattern of aCe2 in mammals is species-specific. In addition, several 
critical differences in the sequence of human aCe2 and mouse or rat aCe2 have been detected195. 
These findings may explain why mouse or rat aCe2 proteins have a low affinity for the S protein of 
SarS-Cov-2 (ref.196) and hamper the use of rodent models for SarS-Cov-2 studies.

Given the importance of animal models that mimic the human disease for developing novel 
therapeutics (related to CPQ #17: ‘Can target essentiality be analysed under therapeutically 
relevant infection conditions?’), the GoT-IT framework would prioritize investment in developing 
murine models that better reflect the interaction of the human target and drug candidates; for 
example, by using CrISPr–Cas9 knock-in technology to generate mouse models expressing 
human aCe2 (ref.197). The high priority of generating clinically relevant model systems (see CPQ 
#2: ‘Is the therapeutic relevance (such as human connection) of models used sufficiently high 
for decision-making?’) is also supported by findings that aCe2 is embedded in a complex and 
tightly regulated physiological system198, influenced by multiple factors such as gender199, 
co-medication200 and underlying pathophysiological conditions such as hypertension201.

Furthermore, target-related safety issues for the use of drugs such as aCe2 inhibitors in CovID-19 
patients with hypertension need to be evaluated (see Supplementary Box 3 and CPQ #21).

Resistance to antibacterial drugs
Bacterial type I signal peptidases (SPases) can be inhibited by arylomycins and related 
lipoglycopeptide antibiotics. However, for drug development, only a prohibitively narrow 
spectrum of activity was originally found for these molecules as they did not show any activity 
against Gram-positive as well as Gram-negative bacteria tested202–204.

applying the GoT-IT approach would have identified eaQ #3: ‘Is the target accessible to  
the inhibiting agent?’ and CPQ #22: ‘Can target mutants be isolated and do these mutations  
lead to reduced inhibition of (or binding to) the altered target?’ as the critical questions for 
SPase-focused projects.

Given that in Gram-negative bacteria the catalytic domain of SPase is located in the periplasmic 
space, target accessibility and insufficient penetration of the outer membrane could have been 
one reason for the observed lack of activity202,203. However, membrane penetration cannot explain 
the resistance of Gram-positive bacteria and addressing eaQ #3 indeed showed that arylomycins 
do have some intrinsic ability to penetrate the outer membrane.

Subsequent studies focusing on CPQ #22 revealed that Staphylococcus epidermidis, which is 
sensitive to the arylomycins, develops resistance via mutations in SPase and that analogous 
mutations are naturally present in many inherently resistant bacteria, such as Escherichia coli or 
Pseudomonas aeruginosa205. This analysis led to the identification of various bacterial species 
lacking these specific SPase mutations and, therefore, showing sensitivity to arylomycins.

So, understanding the molecular mechanism of drug resistance increased the activity spectrum 
of the arylomycins to unexpected bacterial species and could translate into new therapies to 
address the growing threat of multidrug-resistant infections205.

Bypass mechanisms and species specificity for antibacterial drugs
The relevance of CPQ #20: ‘Do complementary or alternative pathways or reactions exist 
(not influenced by the target)?’ and CPQ #23: ‘Is the target present or essential only in specific 
species?’ is illustrated by studies of the molecular target FabI (enoyl-acyl carrier protein (aCP) 
reductase) expressed by Staphylococcus aureus, Streptococcus pneumoniae and Haemophilus 
influenzae. This target was the basis for the fatty acid biosynthesis inhibitor programme, the only 
surviving lead series originating from a large screening campaign by GSK206. However, it was later 
found that this target was not suitable for the desired broad-spectrum approach as several other 
bacterial species do not rely on the enoyl-aCP reductase function of FabI due to the presence of 
other, distinct isoforms such as FabK, Fabl and Fabv, which can catalyse the same reaction and 
which vary in sensitivity to fatty acid biosynthesis inhibitors111,207–209.
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(fig. 2, steps 2–3). The EAQs support the 
identification of critical tasks and activities 
for each assessment block (fig. 2, step 4), and 
the data quality questions help ensure that 
decision-enabling studies have a sufficiently 
high level of internal/external validity (fig. 2, 
step 5). Examples of the use of CPQs and 
EAQs are shown in Boxes 4 and 5 (see also 
Supplementary Box 7).

It is important to stress, however, that 
not all steps can be pre-planned before 
starting a translational project and that 
target assessment is not a process written 
in stone. Essentially, the evaluation of 
assessment blocks is not only guided 
by predefined milestones and go/no-go 
decision points but also by a repeated data 
review and feedback process once a new set 
of information is available or a new data set 
has been generated (fig. 2, steps 6–7). For 
this decision-making and reviewing process, 
helpful questions include: ‘Do key study 
results obtained meet go/no-go-decision 
criteria pre-specified in the target assessment 
project plan? Does the quality of evidence 
level attained enable go/no-go decisions? 
Based on the key study results obtained, are 
any critical path adjustments required? Is the 
selection and order of assessment blocks still 
relevant and meaningful?’.

Limitations and responsibilities of project 
leaders. The main motivation for the 
development of target assessment guidelines 
is to help scientists identify relevant 
activities to generate as much critical 
information as possible, in order to provide 

confidence in project progression and 
the commitment of additional resources. 
However, it must be recognized that there 
is no single best or correct approach, as 
too many project-specific elements exist 
that cannot be covered by general target 
assessment guidelines.

Although the GOT-IT recommendations 
support the identification of value inflexion 
points for each project, scientists are 
ultimately responsible for deciding when a 
‘quality of evidence’ level is reached to enable 
go/no-go decisions and to move on to the 
next activity or assessment block. In other 
words, investigators must decide on the 
point at which further gains in knowledge 
no longer justify any additional investment 
of resources.

In this context, scientists need to 
be willing to design and to run ‘killer 
experiments’ that increase confidence in the 
target of interest, but also to determine a 
‘de-risking’ process, potentially invalidating a 
target. Here, a common feature of academic 
drug discovery is the lack of definitive 
criteria for either pursuing or terminating 
a project. These need to be implemented 
to review and balance the decisions made, 
while carefully scrutinizing results and 
ideas59. The go/no-go approach is certainly 
unusual in an academic environment and 
may create challenges in the way projects 
are conducted. Academic scientists 
usually aim at finding a solution without 
weighing results against resources spent, 
whereas translational research requires a 
balanced cost–effect evaluation and a clear 

path forward to operationalize the basic 
knowledge obtained in understanding 
target–disease relationships. To complement 
existing research expertise and to increase 
capabilities, it is, therefore, highly advisable 
for academic project leaders to establish 
collaborations with experts early within 
(for example, with medicinal chemists) or 
outside (for example, with contract research 
organizations and biotech companies) the 
academic environment. To facilitate these 
interactions, the GOT-IT Expert Platform 
has been designed (TaBle 1).

Conclusions
The GOT-IT recommendations provide 
a structured approach to assemble an 
optimal path between the starting point 
(for example, identification of a potential 
new target) and the achievement of 
project-specific goals (for example, 
spin-off formation or initiation of a 
drug discovery project), and should help 
to increase the value of a translational 
programme, irrespective of the indication 
or target selected. The modular design 
of the GOT-IT recommendations allows 
scientists, funders and other stakeholders 
to focus on those target-related aspects 
that are most relevant for their respective 
goals and objectives. This also provides an 
opportunity to highlight the strengths and 
achievements of academic drug discovery 
projects and to generate compelling 
arguments to facilitate partnering with 
industry and/or support efforts to gain 
further investment.
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Safety

Target-related safety issues
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• Assayability
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Strategy
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Fig. 3 | Position of the GOT-IT recommendations in the drug discovery value chain. The GOT-IT (Guidelines On Target Assessment for Innovative 
Therapeutics) recommendations cover and raise awareness for experimental, technical or translational/commercial activities within the drug discovery 
value chain that assess the potential therapeutic benefit of a molecular drug target (green areas). Guidance is also provided to support selection and 
prioritization of the most promising drug targets, up to the point where the first hit compounds are identified using available screening assays (light green 
areas). The GOT-IT recommendations do not address chemical and compound-related aspects, including hit/lead compound optimization, absorption, 
distribution, metabolism and excretion (ADME) studies, intellectual property and freedom-to-operate aspects of the compound, its physicochemical 
properties, drug–drug interactions, compound safety and so on, which are also critical for the success for drug development but are beyond the scope of 
this article (light blue areas). HTS, high-throughput screening.
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Importantly, the recommendations 
not only focus on establishing a causal 
link between the target and the disease 
of interest but also raise awareness about 
technical and commercial aspects related 
to the target. These factors are important 
for typical project progression into clinical 
development, but are either often overlooked 
or not considered until later in the process, 
which may not be optimal (fig. 3). Indeed, 
the full assessment of these aspects can 
change the direction of a translational 
project, help to invest resources in the most 
economic manner and increase the project 
value as well as the likelihood of successfully 
reaching project goals and milestones.

The recommendations also direct 
activities and support decision-making 
by taking into account not only which 
experiments have been chosen and 
prioritized but also how they have been 
designed and executed, as robust and 
transparent data sets form the foundation 
for a successful project outcome. Here, the 
GOT-IT recommendations aim to ensure 
that the quality of evidence surrounding the 
target of interest is scientifically, technically 
and commercially compelling. This includes 
data quality requirements, which can 
protect against potential sources of bias and 
violations of good research practice during 
study design, conduct, analysis, reporting 
and storage. In this context, the EQIPD 
Quality System (TaBle 1) provides solutions 
and support for scientists and translational 
research projects on how to enhance the 
robustness, rigour and validity of research 
data. Several more resources to improve 
research tools and processes, based on 
collaborative efforts, are freely available for 
academic scientists to use when assessing 
a new target (TaBle 1). For example, the 
Structural Genomics Consortium (SGC), 
a public–private partnership focusing on 
pre-competitive protein-based research, 
facilitates new drug discovery programmes 
by generating knowledge and reagents that 
can be applied to validate therapeutic targets. 
SGC chemical probes are open-access 
reagents for the biomedical research 
community with no restrictions on their 
application151,163,164.

Such research community activities, 
together with the GOT-IT recommendations, 
promise to help to generate high-quality data 
sets, increase trust between partners and 
provide a strong foundation for subsequent 
drug discovery programmes. This could lead 
to substantial new therapeutic opportunities 
based on the many molecular drug targets 
that are still to be identified, validated 
and assessed.
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